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1
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http://themindhub.com/
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The Science of Interactive Metronome:  Executive Summary 
 

Cognitive focus plays a crucial role in success or failure in school, work, and almost all aspects human 
performance.  Yet, few of us receive formal training on how to improve our focus (control our attention). Contemporary 
brain research, which is described in this working paper, and which is briefly summarized below, has shed light on the 
ƴŀǘǳǊŜ ƻŦ ŎƻƎƴƛǘƛǾŜ ŦƻŎǳǎ ŀƴŘ Ƙŀǎ ǇǊƻǾƛŘŜŘ ǘŜŎƘƴƻƭƻƎȅ ǘƻ ǘǊŀƛƴ ŀƴŘ Ƴŀƛƴǘŀƛƴ ŀ άŦƻŎǳǎŜŘ ōǊŀƛƴΦέ  

The human mind has a limited capacity to engage in laser-beam like focus or controlled attentionτup to 20 to 30 
ƳƛƴǳǘŜ ŀǘ ƳŀȄƛƳǳƳΦ /ƻƴǘŜƳǇƻǊŀǊȅ ōǊŀƛƴ ǊŜǎŜŀǊŎƘ ŘŜǎŎǊƛōŜǎ ŦƻŎǳǎ ƻǊ ŎƻƴǘǊƻƭƭŜŘ ŀǘǘŜƴǘƛƻƴ ŀǎ ǘƘŜ ŀōƛƭƛǘȅ ǘƻ ŘƛǊŜŎǘ ƻƴŜΩǎ 
ŀǘǘŜƴǘƛƻƴŀƭ ǎǇƻǘƭƛƎƘǘ ƻƴ ƻƴƭȅ ǘŀǎƪ ǊŜƭŜǾŀƴǘ ƛƴŦƻǊƳŀǘƛƻƴ ƛƴ ƻƴŜΩǎ ƳŜƴǘŀƭ ǿƻǊƪǎǇŀŎŜ όworking memory).  This requires 
Ŏƻƴǎǘŀƴǘ ƳƻƴƛǘƻǊƛƴƎ ŀƴŘ ǘƛƳŜƭȅ ŦŜŜŘōŀŎƪ ǘƻ ǘƘŜ ŀǘǘŜƴǘƛƻƴŀƭ ŎƻƴǘǊƻƭ ŎŜƴǘŜǊ ǊŜƎŀǊŘƛƴƎ ǘƘŜ ǎǘŀǘǳǎ ƻŦ ƻƴŜΩǎ άƭƻŎƪŜŘ ƻƴέ ŦƻŎǳǎ 
status.  When focused, cognitive control mechanisms are constantly monitoring performance and immediately detect and 
deflect outside distractions and self-generated mind wanderingΦ  CƻŎǳǎ ǘǊŀƛƴƛƴƎ Ŏŀƴ ǊŜǎǳƭǘ ƛƴ ǘƘŜ άǉǳƛŜǘƛƴƎ ƻŦ ǘƘŜ ōǳǎȅ 
ƳƛƴŘΦέ  

McGrew (2012) has presented a three-level explanatory model of the IM effect which is presented in Figure 1.  
Briefly, Ia ǘŜŎƘƴƻƭƻƎȅ ƛǎ ōŜƭƛŜǾŜŘ ǘƻ ƛƳǇǊƻǾŜ ǘƘŜ ǊŜǎƻƭǳǘƛƻƴ ŀƴŘ ŜŦŦƛŎƛŜƴŎȅ ƻŦ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ internal brain clock(s) and 
temporal processing.  In turn, this increased neural efficiency, which is hypothesized to result in more efficient brain 
connectivity, communication, and synchronization via increased integrity of the brains white matter tract communication 
system, produces more efficient communication between critical brain networks.  In particular, research and theory 
suggests that IM technology increases the efficacy of the parietal-frontal brain network, the brain network most 
associated with general intellectual functioning, working memory, controlled attention and executive functions. 

IM technology incrementally teaches individuals to focus exclusively on a target tone and deploy cognitive tools 
to deflect distractions, most likely through improvements in the efficiency of communication within the parietal-frontal 
brain regions.  It is hypothesized that IM technology can train individuals to enhance their ability to invoke on-demand-
focus or controlled attention.  The IM real-time millisecond feedback requires the user to develop the ability to block out 
external distractions and mind wanderingτand thus, stay focused.   Over time, and with sustained motivated practice, it 
is possible to train the brain to engage in increased on-demand focus.   Although the most observable outcome of IM 
training may be better focus or controlled attention (and thus working memory and cognitive performance), it is 
suggested that this outcome is likely due to IM producing underlying changes to complex and critical brain and 
neurocognitive mechanisms.  aŎDǊŜǿΩǎ όнлмнύ three-level explanatory IM model is currently the best reason-, logic-, and 
theoretical-based set of hypotheses to explain the IM effect.   

The primary conclusions from the detailed scientific explanation of the IM are: 

¶ The diversity of domains positively impacted by IM technology is due to IM improving the function of crucial 
brain-based domain-general neurocognitive mechanisms. 

¶ The precise, real-time IM millisecond feedback impacts the temporal processing resolution of the internal brain 
clock, which in turn improves neural efficiencyτand thus, more efficient temporal and information processing in 
the brain. 

¶ The IM effect appears to be the result of increased efficiency and synchronization of communication between 
the primary brain structures that comprise the functional brain networks involved in performing both the 
cognitive and motor demands of IM training.  

¶ IM technology may be improving brain network communication, especially within the major brain networks at 
the core of the P-FIT (parietal-fontal integration) model of general intelligence.  IM technology may be improving 
the efficiency of the parietal-frontal brain network which is critical to general intellectual functioning, working 
memory, controlled attention, and overall cognitive efficiency.   

¶ One of the most important IM training outcomes (but not the only outcome) is improved focus via increased 
efficiency of the attentional control system (ACS) that maintains goal related information active in working 
memory in the presence of internal (mind wandering) and external distractions.  Improvement in efficiency of 
executive functions and working memory results in more efficient complex cognitive processing and learning. 



 
 

 

Figure 1:  Three-Level Hypothesized Explanation of the IM effect (McGrew, 2012)



 
 

This working paper is an integration of research and theory that attempts to explain the 

science behind the positive outcomes of the Interactive Metronome rehabilitative and brain 

training neurotechnology (the IM effect).  A three-level explanatory model involving three 

different levels of brain and neurocognitive constructs (McGrew, 2012) is described.2  The 

three-levels are presented in the visual summary in Figure 1. Although the current text focuses 

on explaining the IM effect on cognitive functions (focus, controlled attention, working 

memory, executive functions), the three-level hypothesized model should be considered a 

general explanatory framework for understanding the positive IM effect in other human 

performance domains as well (e.g., recovery from stroke; gait; motor coordination). 

 The three-level model described here can also be viewed as an IM-free integration of 

research and theory that explains the relations between the temporal processing (temporal 

g) of the human brain clock (s), brain regions and networks, brain network communication 

and synchronization (the parietal-frontal integration theory of intelligence [P-FIT] in 

particular), and the neurocognitive constructs of controlled attention (focus), working 

memory, and executive functioning. 

 

Interactive Metronome:  Brief Description and Summary of Research 

Interactive Metronome® (IM) is a rehabilitative and brain training neurotechnology that 
combines the concept of a musical metronome with a computer-based program that accurately 
measures and facilitates the ƛƳǇǊƻǾŜƳŜƴǘ ƻŦ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ ǊƘȅǘƘƳ ŀƴŘ ǘƛƳƛƴƎΦ  IM training 
involves reducing the mean negative synchronization error during normal tracking of a regularly 
occurring auditory tone metronome beat. Participants receive feedback through a guidance 
system as they progress through interactive exercises. Although feedback is provided through 
both visual and auditory stimuli, the auditory feedback guidance system is the primary feedback 
method. The auditory feedback system provides tonal stimuli that indicate whether the 
participant responded prior to, at (άƻƴ ǘŀǊƎŜǘ ȊƻƴŜέ), or past the regularly occurring auditory 
ƳŜǘǊƻƴƻƳŜ ōŜŀǘΦ ¢ƘŜ ŀŎŎǳǊŀŎȅ ƻŦ ǇŀǊǘƛŎƛǇŀƴǘǎΩ ŜȄǇŜŎǘŀƴŎȅ ǊŜǎǇƻƴǎŜ ǘƻ ǘƘŜ ƳŜǘǊƻƴƻƳŜ ōŜŀǘ ƛǎ 
provided in milliseconds, with different tones indicating far from, close to, or at the metronome 
beat. A visual reading of millisecond latency is also presented on a computer screen.  

¢ƘŜ ǇǳǊǇƻǎŜ ƻŦ La ǘǊŀƛƴƛƴƎ ƛǎ ǘƻ ƛƳǇǊƻǾŜ ǇŀǊǘƛŎƛǇŀƴǘǎΩ synchronized metronome timing 
and rhythmicity by reducing the latency between the onset of the metronome beat and 
ǇŀǊǘƛŎƛǇŀƴǘǎΩ ŜȄǇŜŎǘŀƴŎȅ Ǌesponse to the beat. After approximately three to four weeks of 
training, or 15-18 one-hour sessions, participants are typically able to respond to within 
approximately 15 milliseconds on either side of the beat. This compares to the average 80-100 

                                                           
2
 The current working paper is ŀ ǎǳƳƳŀǊȅ ŀƴŘ ŜȄǇŀƴǎƛƻƴ ƻŦ 5ǊΦ YŜǾƛƴ aŎDǊŜǿΩǎ нлмн LƴǘŜǊŀŎǘƛǾŜ aŜǘǊƻƴƻƳŜ 

Professional Conference Keynote Presentation (L ǘƘƛƴƪΧǘƘŜǊŜŦƻǊŜ La) were the complete explanatory model was 
presented.  This presentation is available for viewing at YouTube by clicking here.   

https://www.interactivemetronome.com/
http://www.youtube.com/watch?v=XZ10YSay3Ww
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millisecond latency response prior to training. At the completion of training, participants 
typically have engaged in approximately 25,000 synchronized metronome repetitions. These 
synchronized moǾŜƳŜƴǘǎ ŀǊŜ ǘƘŜ ǇƘȅǎƛŎŀƭ ƛƴŘƛŎŀǘƛƻƴ ƻŦ ƻƴŜΩǎ ŜȄǇŜŎǘŀƴŎȅ ƻŦ ǘƘŜ ƻƴǎŜǘ ƻŦ ǘƘŜ 
metronome beat. The various movements incorporated in training include clapping hand-to-
hand with a sensor on one palm, taping the palm sensor lightly on the thigh, and taping floor 
sensors with either the toe or back of the foot.  

IM research has reported positive IM effects for ADHD behavior, speech and language 
disorders, sports performance (golf and tennis), improvement of gait, reading achievement, and 
traumatic brain injury rehabilitation (Beckelhimer, Dalton, Richter & Harmann, 2011; Libkuman  
& Otani, 2002; McGrew & Vega, 2009; Nelson, 2012; Ritter, Colson & Park, 2013; Shaffer, 
Jacokes, Cassily, Greenspan, Tuchman & Stemmer, 2001; Sommer and Rönnqvist, 2009; Taub, 
McGrew & Keith, 2007).   The diversity of domains positively impacted by IM technology begs 
the questionτάhow can a single neurotechnology produce positive outcomes across such a 
ŘƛǾŜǊǎŜ ǊŀƴƎŜ ƻŦ ƘǳƳŀƴ ǇŜǊŦƻǊƳŀƴŎŜ ŘƻƳŀƛƴǎΚέ  ¢ƘŜ ƻƴƭȅ ǇƭŀǳǎƛōƭŜ ǎŎƛŜƴǘƛŦƛŎ ŀƴǎǿŜǊ ƛǎ ǘƘŀǘ La 
must be impacting a domain-ƎŜƴŜǊŀƭ όάƧŀŎƪ-of-all-ǘǊŀŘŜǎέύ ōǊŀƛƴ-based mechanism or set of 
mechanisms. 

 

IM as a domain-general brain mechanism neurotechnology 

Domain-specific versus domain-general brain and learning mechanisms 

 Most all children and adults have learned to ride a bike for recreational purposes.  We 
have over learned the act of cycling so we can bike with little in the way of deliberate thinking.  
We do not need to consciously tell each leg to move in a certain pattern, monitor how 
accurately our legs moved, tell our arms to turn the handle bars, etc.  The resources of our 
immediate memory are free to observe others walking nearby, look at the interesting 
decorations of a house, talk to our riding partner, think about work, etc.   

If a person practiced recreational biking one hour a day for four weeks straight the 
person may improve their recreational biking behavior.  However, one would not expect this 
recreational cycling practice to transfer to improvement in speaking, reading comprehension, 
work performance, or golf.  This is an example of a circumscribed or compartmentalized set of 
skills or behaviors that have been over-learned (i.e., automatized) and that are under the 
control of a set of narrow domain-specific (i.e., recreational biking) brain mechanisms.  Domain-
specific mechanisms are specialized brain mechanisms that processes only specific kinds of 
information dedicated to learning about a particular area of knowledge (Rakison & 
Yermolayeva, 2011).  Domain-specific mechanisms are important for automatic efficient human 
performance in many day-to-day environments but, in general, improvement via training is 
typically restricted to improvement within the specific limited set of skills and behaviors.   

In contrast, a domain-general mechanism is one that if changed results in changes in 
performance across multiple and diverse areas of human functioning.  According to Rakison and 
Yermolayeva (2011), domain-general ƳŜŎƘŀƴƛǎƳǎ ŀǊŜ άǇǊƻŎŜǎǎŜǎ ǘƘŀǘ ŀǊŜ ōƻǘƘ ƪƴƻǿƭŜŘƎŜ 
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universal and modality universal in that the same mechanisms function across a wide range of 
knowledge areas and inputǎέ όǇΦморύΦ    {ǳŎƘ ŀƴ ǳƴŘŜǊƭȅƛƴƎ ōǊŀƛƴ-ōŀǎŜŘ ƳŜŎƘŀƴƛǎƳ ƛǎ ŀ άƧŀŎƪ-of-
all-ǘǊŀŘŜǎέ ǘƘŀǘ Ŏŀƴ ōŜ ŀǇǇƭƛŜŘ ǘƻ ŀ ǿƛŘŜ ǊŀƴƎŜ ƻŦ ƴƻǾŜƭ ǇǊƻōƭŜƳǎ ŀƴŘ ǇŜǊŦƻǊƳŀƴŎŜ ό/ƘƛŀǇǇŜ ϧ 
McDonald, 2005).  The only viable explanation for the diversity of the IM effect is the 
hypothesis that IM is impacting a fundamental domain-general brain-based cognitive 
mechanism, network, or set of mechanisms and networks.   

Another source of research supporting the concept of a domain-general brain 
mechanism is the finding that a variety of clinical disorders have been associated with poor 
brain clock timing and temporal processing.  These include ADHD, dyslexia, age-related deficits 
ŀƴŘ ŘŜŎƭƛƴŜǎ όŜΦƎΦΣ !ƭȊƘŜƛƳŜǊΩǎύΣ ƳƻǘƻǊ ŎƻƻǊŘƛƴŀǘƛƻƴ ŀƴŘ ǇǊƻŘǳŎǘƛƻƴ ŘƛǎƻǊŘŜǊǎ όŜΦƎΦΣ ŀǇǊŀȄƛŀΣ 
cerebral palsy, gaƛǘ ŘƛǎƻǊŘŜǊǎύΣ tŀǊƪƛƴǎƻƴΩǎ ŘƛǎŜŀǎŜΣ ǎŎƘƛȊƻǇƘǊŜƴƛŀΣ ǎǇŜŜŎƘ ŀƴŘ ƭŀƴƎǳŀƎŜ 
disorders (e.g., dysfluency, aphasia, apraxia), traumatic brain injury (TBI), and autism (McGrew 
& Vega, 2009).   

The convergence of research by mental timing scholars studying normal cognitive 
processes and research implicating the efficiency of temporal processing in a variety of clinical 
disorders is consistent with the notion of a domain-general master internal brain clock (or 
systems of clocks). 

But what is this domain-general mechanism or set of mechanisms that produces the 
variety of diverse IM effects? 

 

A three-level theoretical and research-based explanation of the IM effect 

Research and theory suggests that understanding the science behind the IM effect 

requires three interrelated levels of explanation involving different levels of brain and 

neurocognitive constructs (McGrew, 2012).  The three-levels are presented in the visual 

summary in Figure 1. Although the current text focuses on explaining the IM effect on cognitive 

functions (focus, controlled attention, working memory, executive functions), the three-level 

hypothesized model should be considered a general explanatory framework for understanding 

the positive IM effect in other human performance domains as well (e.g., recovery from stroke; 

gait; motor coordination).  The three-level model described here can also be viewed as an IM-

free integration of research and theory that explains the relations between the temporal 

processing (temporal g) of the human brain clock (s), brain regions and networks, brain 

network communication and synchronization (the parietal-frontal integration theory of 

intelligence [P-FIT] in particular), and the neurocognitive constructs of controlled attention 

(focus), working memory, and executive functioning. 
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Level 1:  The Brain Clock and Temporal Processing 

 

The human brain measures time continuously.  This capability is important as it 
subsumes a variety of human performance mechanisms (e.g., rhythm perception and 
production; synchronized motor behavior) critical to many human behaviors (Lewis, 2002; 
bƻōǊŜ ϧ hΩwŜƛƭƭȅΣ нллпύΦ  ¢ƛƳƛƴƎ ƛǎ ŜǎǎŜƴǘƛŀƭ ǘƻ ƘǳƳŀƴ ōŜƘŀǾƛƻǊ ŀƴŘ ƛǘ ƛǎ ƘŀǊŘ ǘƻ ŦƛƴŘ ŀƴȅ 
complex behavioral process where mental timing is not involved (Lewis & Walsh, 2005; Mauk & 
Buonomano, 2004).  Neurodevelopmental research highlights the importance of mental timing 
ŀǎ ŀ ƪŜȅ ōǊŀƛƴ ƳŜŎƘŀƴƛǎƳ ŦƻǊ ƭŜŀǊƴƛƴƎ ŀƴŘ ŀŘŀǇǘŀǘƛƻƴ ŀǎ ŀ ǇǊƛƳƛǘƛǾŜ άǘƛƳŜ ǎŜƴǎŜέ Ƙŀǎ ōŜŜƴ 
identified as early as infancy and which eventually increases in precision due to maturation of 
the central nervous system (Droit-Volet, 2013). 

Temporal processing is generally defined as the processing of time-related information. 
To deal with time, organisms (animal and human) have developed multiple timing systems that 
span more than 10 orders of magnitude with various degrees of precision.  According to Buhusi 
and Meck (2005), humans have developed three general classes of timing systems (circadian, 
interval, and millisecond timing).  IM operates as per the millisecond timing system which is 
involved in a number of classes of human behavior (e.g., speech, music, attention, motor 
control).  This precise timing system (separated from the motor coordination functions) 
primarily involves the brain structures of the cerebellum, basal ganglia, and the right parietal 
and dorsolateral prefrontal cortices (Buhusi & Meck, 2005; Buonomano & Karmarkar, 2002, 
Lewis & Miall, 2006).   
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The dominant theoretical explanation of millisecond-based human behavior is the 
hypothesis that humans possess a centralized internal brain clock that functions as per the 
pacemakerςaccumulator model (PAM; Buhusi & Meck, 2005; Karmarkar & Buonomano, 2007).3   

                                                           
3
 ¢ƘŜǊŜ ƛǎ ŀƴ ŀƭǘŜǊƴŀǘƛǾŜ ƳƻŘŜƭ ǿƘŜǊŜ άǘƛƳƛƴƎ ƛǎ ŘƛǎǘǊƛōǳǘŜŘΣ ƳŜŀƴƛƴƎ ǘƘŀǘ Ƴŀƴȅ ōǊŀƛƴ ŀǊŜŀǎ ŀǊŜ ŎŀǇŀōƭŜ ƻŦ 

temporal processing and that the area or areas involved depend on the task and moŘŀƭƛǘȅ ōŜƛƴƎ ǳǎŜŘέ όaŀǳƪ ϧ 
Buonomano, 2004,  p. 314).  In addition, the striatal beat frequency model (SBF) is now seen as a potentially more 
plausible biological model of the internal clock (Droit-Volet, 2013).  Although the consensus is that the human 
brŀƛƴ Ŏƻƴǘŀƛƴǎ ǎƻƳŜ ƪƛƴŘ ƻŦ ŎƭƻŎƪΣ άŘŜǘŜǊƳƛƴƛƴƎ ƛǘǎ ƴŜǳǊŀƭ ǳƴŘŜǊǇƛƴƴƛƴƎǎ ŀƴŘ ǘŜŀǎƛƴƎ ŀǇŀǊǘ ƛǘǎ ŎƻƳǇƻƴŜƴǘǎ ƘŀǾŜ 
ǇǊƻǾŜƴ ŘƛŦŦƛŎǳƭǘέ ό[Ŝǿƛǎ ϧ ²ŀƭǎƘΣ нллрΣ ǇΦ оуфύΦ  ¢Ƙƛǎ ƛǎ ŘǳŜ ǘƻ ǘƘŜ ŦƛƴŘƛƴƎ ǘƘŀǘ ƛƴǘŜǊǾŀƭ ƳŜƴǘŀƭ ǘƛƳƛƴƎ ƛǎ ƴƻǘ 
governed by a single anatomical structure or location in the brain but, instead,  involves the synchronization of the 
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The hypothesized internal PAM brain clock consists of a pacemaker that continuously generates 
neural ticks or pulses.  These neural ticks are transferred and collected in the accumulator.  The 
neural counts are then transferred to a working memory system or buffer. The contents of the 
short-term working memory are then compared against a reference standard in the long-term 
memory (reference memory). Finally, the decision level of the PAM uses a comparator that 
determines an appropriate response based on decision rules which involve a comparison 
between the interval duration value present in working memory and the corresponding 
duration value in reference memory. In other words, a comparison is made between the 
contents of reference memory (the standard) and what is accumulated in working memory 
όǾƛȊΦΣ ŀǊŜ ǘƘŜȅ ϦŎƭƻǎŜΚϦύέ ό¢ŀǳō Ŝǘ ŀƭΦΣ нллтΣ ǇΦ уру-859).  

 

                                                                                                                                                                                           
functions located in a  number of brain structures (often in network pathways, circuits or loops), most notably the 
cerebellum, anterior cingulate, basal ganglia (dopamine), dorsolateral prefrontal cortex, right parietal cortex, 
motor cortex, and the frontal-ǎǘǊƛŀǘŀƭ ƭƻƻǇ  ό.ǳƘǳǎƛ ϧ aŜŎƪΣ нллрΤ [Ŝǿƛǎ ϧ aƛŀƭƭΣ нллсΤ bƻōǊŜ ϧ hΩwŜƛƭƭȅΣ нллпΤ 
Taub, McGrew & Keith, 2007).  For the current IM discussion, resolving which theoretical model is most plausible is 
not important.  The important point is that the human brain posses some basic neurocognitive mechanism (or 
distributed mechanisms) that functions as an internal brain clock. 
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 In the case of IM performance, if the working-to-reference memory comparison reflects 
άƻƴ ǘŀǊƎŜǘέ ǎȅƴŎƘǊƻƴƛȊŀǘƛƻƴΣ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘ ǊŜŎŜƛǾŜǎ ƳƛƭƭƛǎŜŎƻƴŘ-based IM auditory feedback 
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ǘƘŀǘ ǘƘŜȅ ŀǊŜ ƻƴ ǘŀǊƎŜǘέ ŀƴŘ ǘƘŜ t!a-based decision is to continue the synchronized tapping 
pace without adjustment.  However, if the comparison suggests that synŎƘǊƻƴƛȊŀǘƛƻƴ ƛǎ άƻǳǘ ƻŦ 
ǇƘŀǎŜέ (as indicated by the IM audio feedback) the decision-making comparator component of 
the PAM brain clock detects the discrepancy and corrective actions are initiated to return to 
good synchronization.  When conceptualized from the model of a human brain clock, it is 
hypothesized that IM participants processes the synchronized timing demands thru the 
components of the human brain clock which, over time, increases the efficiency of the 
ǇŜǊǎƻƴΩǎ ƛƴǘŜǊƴŀƭ ōǊŀƛƴ ǘƛƳƛƴƎΦ 

Neural efficiency 

As noted in Level I of Figure 1, it is hypothesized that IM increases the temporal 
resolution or clock speed of the above described PAM master internal brain clock.4  A higher 
mental clock rate enables individuals to perform sequences of mental operations faster.  A 
higher mental clock rate also reduces the chances that task irrelevant information will interfere 
with mental processing.  The neural efficiency hypothesis (Jensen, 1982, 1998, 2006) suggests 
ǘƘŀǘ ǘƘŜ ŦŀǎǘŜǊ ǘƘŜ ōǊŀƛƴΩǎ ǎȅƴŀǇǎŜǎ ŦƛǊŜ the more efficient and faster the transmission of 
information within the brain, both at the level of individual nerve synapses and eventually at 
the level of fine-tuned communication across brain networks.  Neural efficiency explains how 
quickly, after a neuron has fired, it can recharge itself and fire again.  Faster recharge rates 
allow for more frequent firing of nerve synapses during cognitive or motor tasks.   

The neural efficiency hypothesis has been the dominant explanation of individual 
differences in general intelligence (Haldemann, Stauffer, Troche & Rammsayer, 2012).  The 
primary focus of the neural efficiency model of intelligence is that differences in rates of neural 
oscillations exist between individuals (Haldemann et al., 2012; Jensen, 1982, 1998, 2006).  
Neural oscillations are represented by the two different oscillation wave forms to the right in 
Level I in Figure 1.  The first oscillation wave form reaches its peak neural firing stage three 
times, while the adjacent wave form demonstrates five different neural peak firings.  The 
valleys represent the neural refractory (recovery) periods.  In the slower model, where the 
firing peaks and recovery valleys are spaced farther apart, recovery takes more time.  In the 
faster five-peaked wave pattern, the refractory or recovery times (valleys) are briefer and closer 
together in time.  The neural efficiency hypothesis suggests that individual differences in speed 
of cognitive information processing and intelligence can be explained by differences in neural 
oscillation rates. The higher the oscillation rate the shorter are the refractory phases, leading to 
faster transmission of neural encoded information in the brain.  

                                                           
4
 Or, as noted previously, IM may be impacting the temporal resolution or clock speed of multiple distributed brain 

clocks. 
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In conclusion, neurons which repeatedly fire, recharge, and fire more quickly during a 
cognitive, sensory or motor task produce better cognitive, sensory or motor performance.  It is 
hypothesized that IM impacts the temporal processing resolution of the internal brain clock, 
which in turn improves neural efficiencyτand thus, more efficient temporal processing in the 
brain.  
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Temporal Resolution Power Hypothesis 

The key hypothesized IM effect at Level I is an increase in neural efficiency via increased 
temporal resolution of the brain clock.  The temporal resolution power (TRP) hypothesis 
όwŀƳƳǎŀȅŜǊ ϧ .ǊŀƴŘƭŜǊΣ нллнΣ нллтύ άǊŜŦŜǊǎ ǘƻ ŀ ƘȅǇƻǘƘŜǘƛŎŀƭ ƻǎŎƛƭƭŀǘƻǊȅ ǇǊƻŎŜǎǎ ƛƴ ǘƘŜ ōǊŀƛƴ ǘƻ 
account for the relationship between efficiency and speed of information processing as well as 
psychometric intelligence.  According to this view, higher neural temporal resolution leads to 
faster information processing and to better coordination of mental operations resulting in 
ōŜǘǘŜǊ ǇŜǊŦƻǊƳŀƴŎŜ ƻƴ ƛƴǘŜƭƭƛƎŜƴŎŜ ǘŜǎǘǎέ όIŀƭŘŜƳŀƴƴΣ {ǘŀǳŦŦŜǊΣ ¢ǊƻŎƘŜΣ ϧ wŀƳƳǎŀȅŜǊΣ нлмнΤ 
p. 182).  Support for the link between increased cognitive efficiency vis-à-vis increased temporal 
resolution of the human brain clock has been demonstrated in a systematic series of mental 
timing studies over the past decade (Brandler & Rammsayer, 2003; Haldemann  et al., 2012; 
Helmbold, Troche & Rammsayer, 2006, 2007;  Rammsayer, 2001, 2002, 2010; Rammsayer & 
Altenmuller, 2006;  Rammsayer & Brandler, 2002, 2007;  Rammsayer, Hennig, Haag & Lange, 
2001; Rammsayer & Troche, 2010a, 2010b; Rammsayer & Ulrich, 2001; Ulrich, Nitschke & 
Rammsayer, 2006; Volz, Nenadic, Gaser, Rammsayer, Häger & Sauer, 2001) . 

 In summary, as illustrated at Level I in Figure 1, a review of basic brain clock, temporal 
processing resolution, and IM efficacy research suggests that the most viable scientific 
explanation of the IM effect is that the precise IM millisecond feedback is most likely fine-
tuning the temporal resolution of the internal brain clock, a crucial domain-general 
mechanism that produces increased neural efficiency which, in turn, improves the efficiency 
of cognitive, sensory and motor behaviors via more efficient synchronization of 
communication between brain regions and networks. 
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Level II:  Brain Network Communication and Synchronization 

 

Man has always known that the brain is the center of human behavior.  Early attempts 
at understanding which locations in the brain controlled different functions were non-scientific 
and included such practices as phrenology. This pseudoscience believed that by feeling the 
ōǳƳǇǎ ƻŦ ŀ ǇŜǊǎƻƴΩǎ ƘŜŀŘ ƛǘ ǿŀǎ ǇƻǎǎƛōƭŜ ǘƻ ŘǊŀǿ Ŏƻnclusions about specific brain functions and 
traits of the person. Eventually brain science revealed that different regions of the brain where 
specialized for different specific cognitive processes.  This has been called the modular or 
functional specialization view of the brain, which is grounded in the conclusion that different 
brain areas acted more-or-less as independent mechanisms for completing specific cognitive, 
sensory and motor functions (Bressler & Menon, 2010). 

  

Brain Networks  

Contemporary neuroscience now recognizes that the human brain processes 
information via different brain circuits or loops, which at a higher level are studied as large-
scale brain networks.  Although the modular view still provides important brain insights, the 
research evidence suggests that it has serious limitations and might in fact be misleading 
(Bressler and Menon, 2010).  The emerging brain network research is large and has addressed 
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various brain  and neurocognitive functions (see Bressler & Menon, 2010; Brewer, Worunsky, 
Gray, Tang, Weber & Kober, 2011; Colom, Haier, Head, Álvarez-Linera, Quiroga, Shih & Jung, 
2009; Cole, Yarkoni, Repovs, Anticevic & Braver, 2012; Deary, Penke & Johnson, 2010; Haier, 
2009; Jung & Haier, 2007; Lutz, Slagter, Dunne & Davidson, 2008; McVay & Kane, 2012; Toga, 
Clark, Thompson, Shattuck & Van Horn, 2012; van den Heuvel & Sporns, 2011). 

 

Large-scale brain network research suggests that cognitive, sensory and motor 
functioning is the result of communication between different brain systems distributed 
throughout the brain.  Different areas of the brain, often far apart from each other within the 
geographic space of the brain, are communicating through a fast-paced synchronized set of 
brain signals.  These networks can be considered preferred pathways for sending signals back 
and forth to perform a specific set of cognitive, sensory, or motor behaviors.   As described at 
Level I (see Figure 1), it is hypothesized that IM improves the flow and synchronization within 
the brain via increased temporal resolution of the internal brain clock.    

The work of Bressler and Menon (2010) serves as the model for placing the IM effect in 
the context of contemporary brain network research.  According to Bressler and Menon (2010), 
άŀ ƭŀǊƎŜ-scale functional network can therefore be defined as a collection of interconnected 
brain areas that interact to perform cƛǊŎǳƳǎŎǊƛōŜŘ ŦǳƴŎǘƛƻƴǎΦέ  aƻǊŜ ƛƳǇƻǊǘŀƴǘƭȅΣ ŎƻƳǇƻƴŜƴǘ 
brain areas in these large-scale brain networks perform different roles.  Some act as controllers 
or task switchers that coordinate, direct and synchronize the involvement of other brain 
networks.  Other brain networks handle the flow of sensory or motor information and engage 
ƛƴ ŎƻƴǎŎƛƻǳǎ ƳŀƴƛǇǳƭŀǘƛƻƴ ƻŦ ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ƛƴ ǘƘŜ ŦƻǊƳ ƻŦ άǘƘƛƴƪƛƴƎΦέ  

Neuroscientists have identified a number of core brain network nodes or circuits.  
Referencing the ground breaking network work of Mesulam (1990), Bressler and Menon (2010) 
describe at least five major core functional brain networksτspatial attention, language, explicit 
memory, face-object recognition, and working memory-executive function.  Bressler and 
aŜƴƻƴΩs (2010) research review suggested two additional important functional networksτthe 
default mode and salience networks.   Three of the aforementioned core networks appear to be 
particularly relevant for cognitive performance on IM, and in turn, are most likely fine-tuned as 
a result of IM treatments.  
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Three major functional brain networks most likely involved in the IM effect 

 

The default mode (DMN) or default network ƛǎ ǿƘŀǘ ŀ ǇŜǊǎƻƴΩǎ ōǊŀƛƴ ŘƻŜǎ ǿƘŜƴ ƴƻǘ 
engaged in specific tasks. It primarily involves the ventral medial prefrontal cortex (VMPFC) and 
posterior cingulate cortex (PCC) of the brain (Bressler & Menon, 2010).   It is the busy or active 
ǇŀǊǘ ƻŦ ŀ ǇŜǊǎƻƴΩǎ ōǊŀƛƴ ǿƘŜƴ ŀ ǇŜǊǎƻƴ ƛǎ ƳŜƴǘŀƭƭȅ ǇŀǎǎƛǾŜΦ  !ŎŎƻǊŘƛƴƎ ǘƻ .ǊŜǎǎƭŜǊ ŀƴŘ aŜƴƻƴ 
όнлмлύ ǘƘŜ ά5ab is seen to collectively comprise an integrated system for autobiographical, 
self-ƳƻƴƛǘƻǊƛƴƎ ŀƴŘ ǎƻŎƛŀƭ ŎƻƎƴƛǘƛǾŜ ŦǳƴŎǘƛƻƴǎέ όǇΦ нурύΦ   Lǘ Ƙŀǎ ŀƭǎƻ ōŜŜƴ ŎƘŀǊŀŎǘŜǊƛȊŜŘ ŀǎ 
responsible for REST (rapid episodic spontaneous thinking), ¢¦¢Ωǎ (task unrelated thoughts), or 
what generically is referred to as mind wandering (Bressler & Menon, 2010; Kane & McVay, 
2012; McVay & Kane, 2012; Risko, Anderson, Sarwal, Engelhard & Kingstone, 2012; Schooler, 
Smallwood, Christoff, Handy, Reichle & Seyette, 2011; Smallwood, 2010; Unsworth, McMillen, 
Brewer & Spillers, 2012).  Individuals typically engage in spontaneous mind wandering when 
not working on a specific task or when completing a task that is so automatized (e.g., 
ǊŜŎǊŜŀǘƛƻƴŀƭ ǊƛŘƛƴƎ ƻŦ ŀ ōƛƪŜύ ǘƘŀǘ ŀ ǇŜǊǎƻƴΩǎ ƳƛƴŘ ƛǎ free to wander and generate spontaneous 
thoughts.   

The salience network is a control or network switcher associated with the brain 
structures of the anterior insula (AI) and anterior cingulate cortex (ACC).  The salience network 
monitors information from within (internal inputτƛΦŜΦΣ ƳƛƴŘ ǿŀƴŘŜǊƛƴƎύ ŀƴŘ ŦǊƻƳ ŀ ǇŜǊǎƻƴΩǎ 
external world.  The salience network can be considered the brains air traffic control center.  Its 
job is to scan incoming internal and external information and decide which information is most 
urgent, task relevant, and which should receive priority in the queue of sending brain signals to 
different areas of the brain for processing.  This controlling network must suppress either the 
default or central-executive networks (defined next) depending on the task at hand.  This 
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decision-making and distribution and synchronization of information is most likely facilitated by 
efficient neural timing as regulated by the master internal brain clock(s). 

Finally, the central-executive network (CEN) engages in higher-order cognitive 
processing and attentional control (Bressler & Menon, 2010).  The central-executive network is 
primarily associated with the dorsolateral prefrontal cortex (DLPFC) and right posterior parietal 
cortex (PPC).  The CEN is active when individuals engage their conscious brain to work on a 
problem, place information in working memory as they think (e.g., attempting to comprehend 
the meaning of a sentence just read from a book), or focus their attention on a task or problem.  
The CEN ƛǎ ǇǊƛƳŀǊƛƭȅ ŜƴƎŀƎŜŘ ǿƘŜƴ ǇŜƻǇƭŜ ŀǊŜ άǘƘƛƴƪƛƴƎέ ŀƴŘ Ƴǳǎǘ ŦƻŎǳǎ ǘƘŜƛǊ ŎƻƴǘǊƻƭƭŜŘ 
attention.   

According to Bressler and Menon, not only is this large scale brain network research 
providing a better understanding of normal cognitive, sensory and motor behavior, it is 
providing insights regarding clinical disorders of the brain.  Poor synchronization between the 
ǘƘǊŜŜ ƳŀƧƻǊ ōǊŀƛƴ ƴŜǘǿƻǊƪǎ Ƙŀǎ ōŜŜƴ ƛƳǇƭƛŎŀǘŜŘ ƛƴ !ƭȊƘŜƛƳŜǊΩǎΣ !5I5Σ ǎŎƘƛȊƻǇƘǊŜƴƛŀΣ ŀǳǘƛǎƳΣ 
ǘƘŜ ƳŀƴƛŎ ǇƘŀǎŜ ƻŦ ōƛǇƻƭŀǊ ŀƴŘ tŀǊƪƛƴǎƻƴΩǎ ό.ǳǎƘΣ нлмлΤ .Ǌessler and Melon, 2010; Castellanos 
& Proal, 2012), disorders that have all been linked (at Level I in Figure 1) to neural brain clock 
timing.  If the synchronized millisecond based communication between and within these large 
networks is compromised, and, if the network traffic controller (the salience network) is 
disrupted in particular, efficient and normal cognitive, sensory, or motor behavior will most 
likely be compromised. 

 IM and the three brain networks   

Task analysis of IM, and a comparison to the task demands of other researched 
attentional control tasks, suggests that the IM effect may be due to increased efficient 
communication between the default, salience, and central-executive brain networks.  The 
aōƛƭƛǘȅ ǘƻ ǎǘŀȅ ƛƴ ǘƘŜ άǊƛƎƘǘ ƻƴ ȊƻƴŜέ ǊŜǉǳƛǊŜǎ La ǇŀǊǘƛŎƛǇŀƴǘǎ ǘƻ Ŏƻƴǎǘŀƴǘƭȅ ŎƻƴǘǊƻƭ ƻƴ-line real 
time attention and focus.  This requires the ability to shut down the mind wandering of the 
default network and to inhibit responding to external distracting stimuli from the immediate 
environment.  Any momentary lapse of attentional control or focus, where attention is 
captured by a stray external stimulus or internal thought, typically results in a movement out of 
ǘƘŜ άǊƛƎƘǘ ƻƴ ȊƻƴŜέ ǿƘƛŎƘ ƛǎ ƳŜŜǘ ǿƛǘƘ ƛƳƳŜŘƛate corrective IM auditory feedback.  Thus, the 
salience network must shut down activity of the default mode and not allow the central 
executive network to react to environmental distractions or to place task-irrelevant information 
in active working memory ǘƻ άǘƘƛƴƪ ŀōƻǳǘΦέ  ¢Ƙƛǎ ƛǎ ŀƴ ŜȄǘǊŜƳŜƭȅ ƘŀǊŘ ǘŀǎƪ ŦƻǊ Ƴŀƴȅ La ƴƻǾƛŎŜǎΣ 
but with sustained practice, the ability to develop sustained task-focused concentration and 
attention can be achieved and typically becomes progressively more effortless. 

This form of attentional control is conceptually similar to that required by certain 
Buddhist approaches to meditation.  Mindfulness or focused attention (FA) mediation (Lutz, 
Slagter, Dunne & Davidson, 2008; Sedlmeier, Eberth, Schwarz, Zimmermann, Haarig, Jaeger & 
Kunze, 2012) requires sustaining selective attention moment-by-moment to a chosen object 
(much like the IM target tone) and constant monitoring of the quality of attention so to stay 



Mind Hub Pub #2  3-4-13     v1.1           20 
 

focused and in the zone (not be distracted by mind wandering or other extractions).  These 
ǇǊƻŎŜŘǳǊŜǎ ŀǊŜ ōŜƭƛŜǾŜŘ ǘƻ άǘǊŀƛƴ ǎƪƛƭƭǎ ƛƴ ǎǳǎǘŀƛƴƛƴƎ ǘƘŜ ŦƻŎǳǎ ƻŦ ŀǘǘŜƴǘƛƻƴΣ ŘŜǘŜŎǘƛƴƎ 
distractions, disengaging from distractions, and redirecting the attention to the object one 
should focus on.  These skills have been identified as basic attentional processes, and they are 
ǿŜƭƭ ŎƻƴƴŜŎǘŜŘ ǘƻ ǎǇŜŎƛŦƛŎ ōǊŀƛƴ ǊŜƎƛƻƴǎέ ό{ŜƴŘƭŜǊ Ŝǘ ŀƭΦΣ нлмнΤ ǇΦ сύΦ  ¢ƘŜ ǇǊƛƳŀǊȅ ŘƛŦŦŜǊŜƴŎŜ 
between FA-ōŀǎŜŘ ƳŜŘƛǘŀǘƛƻƴ ƳŜǘƘƻŘǎ ŀƴŘ La ƛǎ ǘƘŀǘ La ǇǊƻǾƛŘŜǎ ǘƘŜ άŘŜǘŜŎǘ ŀƴŘ ŘŜŦƭŜŎǘέ 
feedback function while in FA-based meditation the participant must learn these detect and 
deflect skills without precise millisecond feedback. 

 

At Level II in Figure 1, the primary brain-based structures that research has implicated in 
both the mental time keeping research and IM performance are portrayed.  As described 
above, four of these brain structures (viz., prefrontal cortex, posterior parietal cortex, and the 
anterior insular and cingulate cortices) are implicated in the interaction of the default (cingulate 
cortexτPCC; ventral medial prefrontal cortexτVMPFC), salience (anterior insulaτAI; cingulate 
cortexτACC), and central-executive (dorsolateral prefrontal cortexτDLPFC; posterior parietal 
cortexτPPC) networks when engaging in and training controlled attention or focus.5  The other 
brain structures (i.e., basal ganglia; cerebellum; supplementary motor cortex) have extensive 
research bases that identify them as critical to the timing or coordination of motor behaviors.  
It is hypothesized that the IM effect is the result of increased efficiency and synchronization 
of communication between the primary brain structures that comprise the functional brain 
networks involved in performing both the cognitive and motor demands of IM training.  

                                                           
5
 The primary brain structures involved in the default (D), salience (S) and central-executive (C) networks are 

designated by dashed ovals at Level II in Figure 1. 
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But what is the possible underlying communication or synchronization brain mechanism 
(or mechanisms) that allows for different brain networks to communicate more effectively as a 
result of IM training? 

The P-FIT model of intelligence and white matter tracts 

 White matter tract integrity and maturation.  White matter tracts are the signal 
transmission conduits of the brain.  Different white matter tracts send signals to and from 
different areas of the cerebral cortex (the grey matter) and to and from the lower brain centers 
of thŜ ōǊŀƛƴ όǎŜŜ [ŜǾŜƭ LL ƛƴ CƛƎǳǊŜ мύΦ  ²ƘƛǘŜ ƳŀǘǘŜǊ ŦƛōŜǊ ǘǊŀŎǘǎ Ŏŀƴ ōŜ ŎƻƴǎƛŘŜǊŜŘ ǘƘŜ ōǊŀƛƴΩǎ 
information superhighway or fiber optic system that relays and coordinates communication 
between different brain regions and networks.  The pervasive impact of white matter tract 
integrity is represented by Penke, Maniega, Bastin, Hernández, Murray, Royle, Starr, Wardlaw 
ŀƴŘ 5ŜŀǊȅΩǎ όнлмнύ  ǎǘŀǘŜƳŜƴǘ ǘƘŀǘ άǿƘƛǘŜ ƳŀǘǘŜǊ ǘǊŀŎǘ ƛƴǘŜƎǊƛǘȅΧƛǎ ŀ global property of the 
ōǊŀƛƴέ όǇΦнΤ ƛǘŀƭƛŎǎ ŜƳǇƘŀǎƛǎ ŀŘŘŜŘύΦ 
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 The hypothesis is advanced that the IM effect may be due to increased communication 
efficiency between certain brain networks via increased processing speed or efficiency of the 
underlying white matter tracts (see Level II in Figure 1).  This hypothesis, represented as Level II 
in Figure 1, is based on a number of related research-based findings and a recent IM-specific 
study with soldiers with blast related brain injuries (Nelson, 2012). 



Mind Hub Pub #2  3-4-13     v1.1           23 
 

First, as previously described, the IM effect is hypothesized to be due to a positive 
impact on a domain-general neurocognitive mechanism.  The global signal transmission 
property of white matter tracts throughout the cerebrum (Penke et al., 2012) makes white 
matter tracts a viable candidate as the foundation, or partial foundation, for this domain-
general mechanism.  This point is consistent with Droit-±ƻƭŜǘΩǎ όнлмоύ ǊŜǾƛŜǿ ƻŦ ǘƘŜ 
neurodevelopmental research regarding timing and time perception in children.  Droit-Volet 
ŎƻƴŎƭǳŘŜŘ ǘƘŀǘ άƛǘ ƛǎ ƭƻƎƛŎŀƭ ǘƻ ǘǊȅ ŜǎǘŀōƭƛǎƘ ŀ ƭƛƴƪ between the high variability in time estimates 
in young children and the development of the architecture of white matter.  Indeed, a lack of 
maturation in white matter tissue may result in a slow rate or cortical oscillations, poorer 
synchronization of cortical oscillations, and/or less efficient connectivity between the different 
key cerebral areas (fronto-striatal system) underlying the different functions of time processing 
όǇΦ ннуύΦέ  {ŜŎƻƴŘΣ ƛƴŎǊŜŀǎŜŘ ǿƘƛǘŜ ƳŀǘǘŜǊ ǘǊŀŎǘ ŜŦŦƛŎƛŜƴŎȅ ŀƴŘ ƛƴǘŜƎǊƛǘȅ ƛǎ Ŏƻƴǎistent with 
increase neural efficiency as described previously.  Third, the hypothesized involvement of the 
frontal and parietal lobes during IM performance is consistent with the parietal-frontal 
integration theory of intelligence (P-FIT; Colom et al., 2009).  The P-FIT model is considered by 
some leading intelligence scholars as the best available description of how general intelligence 
is distributed in the brain (Colom et al., 2009; Deary, 2012; Deary, Penke & Johnson, 2010; 
Hunt, 2011).  The interaction and roles of the default, salience and central executive networks 
fit nicely with the foundational P-FIT neuroimaging and structural brain research.   

 


