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The Science of Interactive Metronome: Execuuenmary

Cognitivefocusplays a crucial role in success or failure in school, work, and almost all aspects human
performance. Yet, few of us receive formal training on how to improve our focus (control our attention). Contemporar
brain research, whictsidescribed in this working paper, and which is briefly summarized below, has shed light on the
YIGdzZNE 2F O23yAGAQGS F20dz&a I yR Kl & LINPOARSR (SOKy2ft 23k

The human mind has a limited capacity to engage in fasam Ike focus orcontrolled attentiort up to 20 to 30
YAYydziS FiG YFEAYdzY® /2yGSYLI2NINE ONIFAYy NBASEFNDODK RS&EON
FGaGSyaAzylt aLRiGtAIKEG 2y 2yt e G aiwoNkBdgmérEbry)y This feguifed NI I {
O2yaidlyd Y2yAil2NRAy3a FyR GAYSEe FSSRolI Ol G2 GKS 0 G Syl
status. When focused, cognitive control mechanisms are constantly monitoring performance and immediatefyaddt
deflect outside distractions and sejeneratedmind wandering c2 Odza
YAYR®DE

McGrew (2012) has presentedfaee-level explanatory model of the IM effeghich is presented in Figure 1.
Briefly, h. (1 SOKy2ft 238 A& 0StASGSR (2 AYLINE O terdakbBain NEKLDrid dzi A 3
temporal processingIn turn, this increasedeural efficiencywhich is hypothesized to result in more efficient brain
connectivity, communiation, and synchronization via increased integrity of the brathge matter tractcommunication
system, produces more efficient communication between critizain networks In particular, research and theory
suggests that IM technology increases thficacy of theparietatfrontal brain network the brain network most
associated with general intellectual functioning, working memory, controlled attention and executive functions.

IM technology incrementally teaches individuals to focus exclusivelytargat tone and deploy cognitive tools
to deflect distractions, most likely through improvements in the efficiency of communication within the pdrtél
brain regions. It is hypothesized that IM technology can train individuals to enhance tHiyr @binvokeon-demand
focusor controlled attention The IM reatime millisecond feedback requires the user to develop the ability to block out
external distractions and mind wandermmgnd thus, stay focused. Over time, and with sustained motivptadtice, it
is possible to train the brain to engage in increaseelemand focus. Although the most observable outcome of IM
training may be better focus or controlled attention (and thus working memory and cognitive performance), it is
suggested thathis outcome is likely due to IM producing underlying changes to complex and critical brain and
neurocognitive mechanismsaa O D NB ¢ Q dhreélevel explanatory IM modéd currently the best reasenlogic, and
theoreticatbased set of hypotheses toxpglain thelM effect

The primary conclusions from the detailed scientific explanation ofihare:

The diversity of domains positively impacted by IM technology is due to IM improving the function of crucial
brain-baseddomaingeneralneurocognitive mechanisms.

The precise, regime IM millisecond feedback impacts thkemporal processing resolutiaf the internal brain
clock which in turn improveseural efficiency and thus, more efficient temporal and information processing in
the brain.

ThelM effectappears to be the result of increased efficiency and synchronization of communication between
the primary brain structures that comprise tffienctional brain network&volved in performing both the

cognitive and motor demands of IMdining.

IM technology may be improving brain network communication, especially within the major brain networks at
the core of theP-FIT(parietatfontal integration) model of general intelligence. IM technology may be improving
the efficiency of the paeital-frontal brain network which is critical to general intellectual functioning, working
memory, controlled attention, and overall cognitive efficiency.

One of the most important IM training outcomes (but not the only outcome) is improved focus vésgect
efficiency of theattentional control systenfACS) that maintains goal related information active in working
memory in the presence of internal (mind wandering) and external distractions. Improvement in efficiency of
executive functions and workingemory results in more efficient complex cognitive processing and learning.




Three-Level Hypothesized Explanation of IM effect
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Figure 1: Thred.evel Hypothesized Explanation of th#®l effect (McGrew, 2012)



This working papeis anintegration ofresearch and theorthat attempts to explainthe
science behind theositive outcomes of thénteractive Metronomeehabilitative and brain
training neurotechnology (th&M effec). A threelevel explanatory model involving three
different levels of brain and neurocognitive constru@técGrew, 2012js described The
three-levek are presented in the visual summary in Figure 1. Although the current text focuses
on explaining theéM effecton cognitive functions (focus, controlled attention, working
memory, executive functions), the rie-level hypothesized model should be considered a
general explanatory framewoffior understanding the positiveM effectin other human
performance domains as well (e.g., recovery from stroke; gait; motor coordination).

The threelevel modeldescribedhere canalso beviewed asan IM-free integration of
researchand theorythat explains the relations between théemporal processindtemporal
g) of the human brain clock (shrain regions and networks, brain network communication
and synchronizationtbe parietal-frontal integration theory ofintelligence [RFIT]in
particular), and the neurocognitive constructs of controlled attention (focus), working
memory, and executive functioning.

Interactive Metronome: Brief Description and Summary of Research

Interactive Metronom®® (IN) is a rehabilitative and brain training neurotechnology that
combines the concept of a musical metronome with a compitesed program that accurately
measures and facilitatestie Y LINE S YSy G 2F |y Ay RAMAmiRmp f Q& NX?¢
involves reducing the mean negative synchronization error during normal tracking of a regularly
occurringauditory tonemetronome beat. Participas receive feedback throughguidance
systemas they progress through interactive exercises. Although feedback is provided through
both visual and auditory stimuli, the auditory feedback guidance system is the primary feedback
method. The auditory feedback system provides tonal stimuli that indiwaiether the
participant respondegbrior to, at(@ 2 Y (i | N)Ho® pasttiie2egufadly occurring auditory
YSGNRBY2YS 06SIHGd ¢KS | OOdzN> Oé 2F LI NIAOALIYyGaAQ
provided in milliseconds, with different tones indicatifag from, close tpor at the metronome
beat. A visual reading of millisecond latency is also presented on a computer screen.

¢KS LidzN1lJ322asS 27F La (NI A gyickirahized metordmenvid INE @S LI
andrhythmicity by reducing the latency b&een the onset of the metronome beat and
LJ- NI A OA LI y (esponseéStdthdDénti Aftgr @Eprostitdatehyree to four weeks of
training, or 1518 onehour sessions, participants are typically able to respond to within
approximately 15 milliseconds otitleer side of the beat. This compares to the averagel 80

®The current working paperls & dzYYl NBE FyYR SELI yaAzy 2F 5N® YSOAY aODNBEB
Professional Conference Keynote Presentatlon (i K A y 1 X () WeeNd® gompldde expanatory model was
presented. This presentation is available for viewing at YouTube bygliekie.


https://www.interactivemetronome.com/
http://www.youtube.com/watch?v=XZ10YSay3Ww

millisecond latency response prior to training. At the completion of training, participants

typically have engaged in approximately 25,898chronized metronomeepetitions. These
synchronizedno@SYSy Ga I NB (GKS LIKe&aAOlrt AYyRAOIGAZY 27F
metronome beat. The various movements incorporated in training include clappingtband

hand with a sensor on one palm, taping the palm sensor lightly on the thigh, and taping floo

sensors with either the toe or back of the foot.

IM research has reported positiv# effectsfor ADHD behavior, speech and language
disorders, sports performance (golf and tennis), improvement of gait, reading achievement, and
traumatic brain injury rehabilitation (Beckelhimer, Dalton, Richter & Harmann, 2011; Libkuman
& Otani, 2002; McGrew & g, 2009; Nelson, 2012; Ritter, Colson & Park, 2013; Shaffer,

Jacokes, Cassily, Greenspan, Tuchman & Stemmer, 2001; Sommer and Rénnqvist, 2009; Taub,
McGrew & Keith, 2007). The diversity of domains positively impacted by IM technology begs

the questiort chow can a single neurotechnology produce positive outcomes across such a
RAGSNES NIy3aS 2F KdzYly LISNF2NXIFYyOS R2YlIAYyaKks
must be impacting a domaif S Yy S NJ -6f-alldi N& RS |3-based meédhanismh or set of
mechanisms.

IM as a domairgeneral brain mechanism neurotechnology
Domainspecific versus domaipeneral brain and learning mechanisms

Most all children and adults have learned to ride a bike for recreational purposes. We
have over learned the act of/cling so we can bike with little in the way of deliberate thinking.
We do not need to consciously tell each leg to move in a certain pattern, monitor how
accurately our legs moved, tell our arms to turn the handle bars, etc. The resources of our
immediae memory are free to observe others walking nearby, look at the interesting
decorations of a house, talk to our riding partner, think about work, etc.

If a person practiced recreational biking one hour a day for four weeks straight the
person may impro# their recreational biking behavior. However, one would not expect this
recreational cycling practice to transfer to improvement in speaking, reading comprehension,
work performance, or golf. This is an example of a circumscribed or compartmentaliz#d se
skills or behaviors that have been odMearned (i.e., automatized) and that are under the
control of a set of narrow domaispecific (i.e., recreational biking) brain mechanisidsmain
specifiomechanisms are specialized brain mechanisms that seEonly specific kinds of
information dedicated to learning about a particular area of knowledge (Rakison &
Yermolayeva, 2011). Domaspecific mechanisms are important for automatic efficient human
performance in many dago-day environments but, in geeral, improvement via training is
typically restricted to improvement within the specific limited set of skills and behaviors.

In contrast, a domakgeneral mechanism is one that if changed results in changes in
performance across multiple and diverseas of human functioning. According to Rakison and
Yermolayeva (20113lomaingeneralY SOK I yAaYa I NS GLINRPOS&aasSa GKI
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universal and modality universal in that the same mechanisms function across a wide range of
knowledge areas and inpiité 0 LJdmMo p 0 @ fodzGBKS R yY SdoyKR SRt 28YA YA
alki N> RSa¢ GKFG OFy o6S FLIWXASR G2 F 6ARS Nry3aS
McDonald, 2005).The only viable explanation for the diversity of th® effectis the

hypothesis that IM is impacting a fundamental domaipeneral brairbased cognitive

mechanism, network, or set of mechanisms and networks

Another source of research supporting the concept of a dorgaineral brain
mechanism is the finding that a variety oihatal disorders have been associated with poor
brain clock timing and temporal processing. These include ADHD, dyslexialegé deficits
YR RSOftAySa o6Sodoxr {1 KSAYSNRAOE Y2G2N) 022 NR
cerebralpalsy,dgali RA&2NRSNERUVLE tIFIN]JAyazyQa RA&ASIFaASs ao
disorders (e.g., dysfluency, aphasia, apraxia), traumatic brain injury (TBI), and autism (McGrew
& Vega, 2009).

The convergence of research by mental timing scholars studying noogpitive
processes and research implicating the efficiency of temporal processing in a variety of clinical
disorders is consistent with the notion of a domaeneral master internal brain clock (or
systems of clocks).

But what is this domaugeneral mechaism or set of mechanisms that produces the
variety of diversdM effect®

A threellevel theoretical and researcivased explanation of théM effect

Research and theory suggests that understanding the science behitisl thiéect
requires three interrelagdd levels of explanation involving different levels of brain and
neurocognitive constructs (McGrew, 2012}hethree-levek are presented in the visual
summary in Figure 1. Although the current text focuses on explainindvtreffecton cognitive
functions (focus, controlled attention, working memory, executive functions), the theeel
hypothesized model should be consideredemeral explanatory framewoifor understanding
the positivelM effectin other human performance domaires well (e.g., recovery from stroke;
gait; motor coordination).The three-level modeldescribedhere canalso beviewed asan IM-
free integration of researctand theorythat explains the relations between théemporal
processingtemporal g) of the humanbrain clock (s)brain regions and networks, brain
network communicationand synchronizationtbe parietakrontal integration theory of
intelligence [RFIT] in particular), and the neurocognitive constructs of controlled attention
(focus), working memoryand executive functioning.

Mind Hub Pub #2 -3-13 v1.1 8



Level 1: The Brain Clock and Temporal Processing

Level 1: Brain Clock &
Temporal Processing

Increased temporal resolution

(faster clock speed—faster rate Slower neural Faster neural
of oscillations) of the brain oscillations oscillations
clock{s) which improves neural

efficiency of the brain

(temporal g}

The human brain measures time continuously. This capability is important as it
subsumes a variety of human performance mechanisms (e.g., rhythm perception and
production;synchronized motor behavior) critical to many human behaviors (Lewis, 2002;
b2o6NB 9 hQwSAffeI HAnnnod CAYAY3a Aa SaaSyidaailt
complex behavioral process where mental timing is not involved (Lewis & Walsh, 2005&Mauk
Buonomano, 2004). Neurodevelopmental research highlights the importance of mental timing
Fa | 1S@ ONIAYy YSOKIFIYyAaY F2NIESFNYAy3I FyR I RI
identified as early as infancy and which eventually increases in precia®to maturation of
the central nervous system (Dréiolet, 2013).

Temporal processing generally defined as the processing of tireated information.
To deal with time, organisms (animal and human) have developed multiple timing systems that
span more than 10 orders of magnitude with various degrees of precision. According to Buhusi
and Meck (2005), humans have developed three general classes of timing sysiteadidn
interval, andmillisecondiming). IM operates as per theillisecond timing systenvhich is
involved in a number of classes of human behavior (e.g., speech, @itisitjon, motor
control). This precise timing system (separated from the motor coordination functions)
primarily involves the brain structures of the cerebellum, basal ganglia, and the right parietal
and dorsolateral prefrontal cortices (Buhusi & MedB0Q2; Buonomano & Karmarkar, 2002,
Lewis & Miall, 2006).

Mind Hub Pub #2 -3-13 v1.1 9
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Figure 1 | Timing across different timescales. a | A compilation, which is by no means
exhaustive, of data from various studies®**-'*! that indicate the precision of humans and other
animals in various timing tasks. Performance is precise (but less flexible) in a narrow range
around 24 h (circadian timing), less precise (but more flexible) in a wide seconds-to-minutes-to-
hours range (interval timing), and is of mixed precision in the sub-second range (millisecond
timing) in which performance is probably linked to the intrinsic properties of the neural system
involved®. b-e | Circadian rhythms'* are most recognizable in nature (b}, but interval and
millisecond timing also guide fundamental animal behaviours. For example, although female ring
doves use circadian-timing strategies to coordinate egg incubation, males use interval-timing
strategies™ (c). Interval timing is involved in decision making®* (d), and milisecond timing is
central to the playing of music® {e). LTD, long-term depression; LTP, long-term potentiation.

The dominant theoretical explanation of millisecebdsed human behavior is the
hypothesis that humans possess a centralized internal brain clock that functions as per the
pacemakecaccumulator mdel (PAM; Buhusi & Meck, 2005; Karmarkar & Buonomano, 2007).

S¢KSNB A& Ly FEGSNYIGADBS Y2RSE 6KSNB GiGAYAY3d A& RAAGNROG
temporal processing and that the area or areas involved depend on the task dRd nioA 1 @ 06 SAy 3 dzAaSR¢ 0
Buonomano, 2004, p. 314). In addition, the striatal beat frequency model (SBF) is now seen as a potentially more
plausible biological model of the internal clock (Diddlet, 2013). Although the consensus is that the human

btk Ay O2yidlAya a2YS 1AYyR 2F 0ft201Z GRSUGSNN¥VAYAYy3I AGa ySdz
LINE @SY RAFFAOdzZ G¢ O0[Sé6Aa& 3 21 faKI wnnpX LI oy dod ¢ KA &
governed by a single anatomicalwtture or location in the brain but, instead, involves the synchronization of the

Mind Hub Pub #2 -3-13 v1.1 10



The hypothesized internal PAM brain clock consistspEa@emakethat continuously generates
neural ticks or pulses. These neural ticks are transferred and collectedactbenulator The
neural counts are then transferred toveorking memorysystem or buffer. The contents of the
short-term working memory are then compared against a reference standard in thetéony
memory feference memoiy Finally, thedecisiorlevel of the PAM uses@mparatorthat
determines an appropriate response based on decision rules which involve a comparison
between the interval duration value present in working memory and the corresponding
duration value in reference memory. In other words, a comparisoraidenbetween the
contents of reference memory (the standard) and what is accumulated in working memory
OGAT & I NB (GKSe hHhOt289bvé o6¢ldzo SG | f X

PERCEPTION
- T

PACEMAKER - ACCUMULATOR (CLOCK)
4 'V

RMD, | «-» | RMD, - MEMORY

> COMPARATOR >4—— DECISION
RESPONSE

Figure 4. Schematic of the information-processing version of the scalar expectancy theory adapted to a
simultancous timing condition. At the perceptual level, or clock level, there is a pacemaker-accumulator
(or counter) device, with a switch component between the two, The dingonal arrows indicate that, once a
level of accumulation is reached, it is with another internal representation in reference memory (RM) that
the interval for a given trial will be compared. The accumulation level that has to be reached may vary from
trial to trial (gray zones in the accumulator). The bidirectional arrow between RM components indicates
that the internal representations may exert mutual influence, Dy, Dy, Distribution 1 or 2, associated with a
given level of accumulation of pulses. From “Overloading Temporal Memory.” by N. Groadin, 2005, Journal
of Experimental Psychology: Human Perception and Performance, 31, p. 876. Copyright 2005 by the Ameri-
can Psychological Association. Reprinted with permission.

HANT

functions located in a number of brain structures (often in network pathways, circuits or loops), most notably the

cerebellum, anterior cingulate, basal ganglia (dopamidejsolateral prefrontal cortex, right parietal cortex,

motor cortex, and the fronta G NA I G € €221 0. dzKdzaA 3 aSO1X wnnpT
Taub, McGrew & Keith, 2007). For the current IM discussion, resolving which thearedibalis most plausible is
not important. The important point is that the human brain posses some basic neurocognitive mechanism (or
distributed mechanisms) that functions as an internal brain clock.

Mind Hub Pub #2 -3-13 v1.1 11
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H. van Rijn, NA. Taatgen/Acta Psychologica 129 (2008) 365-375 367

A: SA B: MDA C: MIA
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Fig. 1. Three possible systems to account of parallel timung. Panel A depicts a single pacemaker, single accumulator (SA) system, Panel B a multiple dependent accumulators
(MDA systen, and Panel C a multple independent accumulators (MIA) system. The entittes with the dashed lines denote the elements of the system that enable parallel time
perception.
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TRENDS in Cognitive Sciences

In the case of IM performance, if the workimrreference memory comparison reflects
G2y GIFNBSGE ad8yOKNRYAT I A 2 ybasediM &iditbd) fabad® A LI v (
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GKFG GKS@& | NB 2 ybasid dedsiSniisto conyirRe tliefsy®ichtorizad tapping

pace without adjustment. However, if the comparison suggests thaDsyNR Yy AT | GA2Y A &
LIK | gaSiadicated by the IM audio feedback) the decigimaking comparator component of

the PAM brain clock detects the discrepancy and corrective actions are initiated to return to

good synchronizationWhen conceptualized frm the model of a human brain clock, it is

hypothesized that IM participants processes the synchronized timing demands thru the
components of the human brain clock which, over time, increases the efficiency of the
LISNB2Y Qa AYUSNYyIEf ONIAY GAYAYy3ID

Neuralefficiency

As noted in Level | of Figure 1, it is hypothesized that IM increasésrtiporal
resolutionor clock speedf the above described PAM master internal brain cfogkhigher
mental clock rate enables individuals to perform sequences of mepations faster. A
higher mental clock rate also reduces the chances that task irrelevant information will interfere
with mental processing. Theeural efficiencyhypothesis (Jensen, 1982, 1998, 2006) suggests
GKFG GKS T &b SN th&orecelidieit ¥ind tastel the/ftriansitisSian off A NS
information within the brain, both at the level of individual nerve synapses and eventually at
the level of finetuned communication across brain networks. Neural efficiency explains how
quickly, after a Buron has fired, it can recharge itself and fire again. Faster recharge rates
allow for more frequent firing of nerve synapses during cognitive or motor tasks.

The neural efficiency hypothesis has been the dominant explanation of individual
differencesin general intelligence (Haldemann, Stauffer, Troche & Rammsayer, 2012). The
primary focus of the neural efficiency model of intelligence is that differences in rate=ucdl
oscillationsexist between individuals (Haldemann et al., 2012; Jensen, 1988, 2006).

Neural oscillations are represented by the two different oscillation wave forms to the right in
Level I in Figure 1. The first oscillation wave form reaches its peak neural firing stage three
times, while the adjacent wave form demonstrafiege different neural peak firings. The

valleys represent the neural refractory (recovery) periods. In the slower model, where the
firing peaks and recovery valleys are spaced farther apart, recovery takes more time. In the
faster fivepeaked wave patta, the refractory or recovery times (valleys) are briefer and closer
together in time. The neural efficiency hypothesis suggests that individual differences in speed
of cognitive information processing and intelligence can be explained by differencearal
oscillation rates. The higher the oscillation rate the shorter are the refractory phases, leading to
faster transmission of neural encoded information in the brain.

“ Or, as noted previously, IM may be impacting temporal resolution or clock speed of multiple distributed brain
clocks.

Mind Hub Pub #2 -3-13 v1.1 13
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Fig. 1. In the typical RT experiment, the Reaction Stimulus (RS) is presented
either randomly or at equal intervals as shown in Fig. 1. The Person's (P's)
Reaction Time (RT) is recorded on every trial. The wave of neural excitatory
potential for reaction oscillates. It is non-reactive when the oscillating wave
of reaction potential is below the person's excitatory threshold {as shown
here by the horizontal lines); reactive when above. Therefore, in any random
series of RT tests, Persons A, B, C, and D will differ predictably in their
respective mean RT in accord with their differing respective rates of neural
oscillation. Note in the successive three panels of Fig. 1 that as the
Information Load {Cognitive Complexity) of the task increases, the person
with the faster Oscillation Rate (OsR) will be at peak power more often per
unit of real time.

In conclusion, neurons which repeatedly fire, recharge, and fire more quickitygdarr
cognitive, sensory or motor task produce better cognitive, sensory or motor performanice.
hypothesized that IM impacts the temporal processing resolution of the internal brain clock,
which in turn improves neural efficienay and thus, more effient temporal processing in the
brain.
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Temporal Resolution Power Hypothesis

The key hypothesizeld effectat Level | is an increase in neural efficiency via increased
temporal resolutiorof the brain clock. Themporal resolution power (TRP) hypothesis
Owl YYal &SN 3 .NIYREtSNE HAnnuX HAnTO0 ANBFSNAR (2
account for the relationship between efficiency and speed of information processing as well as
psychometric intellignce. According to this view, higher neural temporal resolution leads to
faster information processing and to better coordination of mental operations resulting in
O0SUGSNI LISNF2NXYIYyOS 2y AydaStftA3aSyOS (Sadag ol
p. 182). Support for the link between increased cognitive efficiened-vis increased temporal
resolution of the human brain clock has been demonstrated in a systematic series of mental
timing studies over the past decade (Brandler & Rammsayer, 2@0&eiHann et al., 2012;
Helmbold, Troche & Rammsayer, 2006, 2007; Rammsayer, 2001, 2002, 2010; Rammsayer &
Altenmuller, 2006; Rammsayer & Brandler, 2002, 2007; Rammsayer, Hennig, Haag & Lange,
2001; Rammsayer & Troche, 2010a, 2010b; Rammsayer & 2Bigh;, Ulrich, Nitschke &
Rammsayer, 2006; Volz, Nenadic, Gaser, Rammsayer, Hager & Sauer, 2001) .

In summary, as illustrated at Level | in Figure 1, a review of basic brain clock, temporal
processing resolution, and IM efficacy research suggestdhleahost viable scientific
explanation of thelM effectis that the precise IM millisecond feedback is most likely fine
tuning the temporal resolution of the internal brain clock, a crucial domageneral
mechanism that produces increased neural efficiency which, in turn, improves the efficiency
of cognitive,sensory and motor behaviors via more efficient synchronization of
communication between brain regions and networks.
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Level II: Brain Network Communication and Synchronization

Level Il: Brain Network 1s
Communication &
Synchronization

Improved brain network(s)
communication viaincreased
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‘. tracts
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matter tract processing,
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parietal-frontal regions (P-FIT
model of intelligence)

’ '
Basal ganglia ' Supplementary
(striatum} motor area

D = default network
. : S=salience network
€ = central-executive network

Cerehellum P P-FIT intelligence
model areas

Man has always known that the brain is the center of human behatarly attempts
at understanding which locations in the brain controlled different functions wereswaentific
and included such practices plrenology This pseudoscience believed that by feeling the

odzyLla 2% |

LISNE 2y Q& K 8dluBong aboutéspesific bagiréféndtiont &hd (i 2

traits of the person. Eventually brain science revealed that different regions of the brain where
specialized for different specific cognitive processes. This has been calladdoéaror
functionalspecialiation view of the brain, which is grounded in the conclusion that different
brain areas acted morer-less as independent mechanisms for completing specific cognitive,
sensory and motor functions (Bressler & Menon, 2010).

Brain Networks

Contemporary neuroscience now recognizes that the human brain processes
information via different brain circuits or loops, which at a higher level are studied as large
scalebrain networks Although the modular view still provides important brain insigtise
research evidence suggests that it has serious limitations and might in fact be misleading
(Bressler and Menon, 2010). The emerging brain network research is large and has addressed
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various brain and neurocognitive functions (see Bressler & Mezi0); Brewer, Worunsky,

Gray, Tang, Weber & Kober, 2011; Colom, Haier, Head, Ahiasa, Quiroga, Shih & Jung,

2009; Cole, Yarkoni, Repovs, Anticevic & Braver, 2012; Deary, Penke & Johnson, 2010; Haier,
2009; Jung & Haier, 2007; Lutz, Slagter, Dunba&idson, 2008; McVay & Kane, 2012; Toga,
Clark, Thompson, Shattuck & Van Horn, 2012; van den Heuvel & Sporns, 2011).

Largescale brain network research suggests that cognitive, sensory and motor
functioning is the result of communication between different brain systems distributed
throughout the brain. Different areas of the brain, often far apart from each other witten
geographic space of the brain, are communicating through agfaséd synchronized set of
brain signals. These networks can be considered preferred pathways for sending signals back
and forth to perform a specific set of cognitive, sensory, or mbtraviors. As described at
Level | (see Figure 1), it is hypothesized that IM improves the flow and synchronization within
the brain via increased temporal resolution of the internal brain clock.

The work of Bressler and Menon (2010) serves as theeirfod placing thdM effectin
the context of contemporary brain network research. According to Bressler and Menon (2010),
Gl fstaNFHisctional network can therefore be defined as a collection of interconnected
brain areas that interact to performnAcNO dzY &8 ONRA 6 SR Fdzy Ol A2y a dé a2 NB
brain areas in these larggcale brain networks perform different roles. Some act as controllers
or task switchers that coordinate, direct and synchronize the involvement of other brain
networks. Othe brain networks handle the flow of sensory or motor information and engage
Ay O02yalOAz2dza Yl YyALWz I A2y 2F GKS AYyTF2NXIGAZ2Y

Neuroscientists have identified a number of core brain network nodes or circuits.
Referencing the groundrbaking network work of Mesulam (1990), Bressler and Menon (2010)
describe at least five major core functional brain netwarlspatial attention, language, explicit
memory, faceobject recognition, and working memeexecutive function Bressler and
a Sy & (2@L0) research review suggested two additional important functional netwdtes
default mode and salience networks. Three of the aforementioned core networks appear to be
particularly relevant for cognitive performance on IM, and in turn, are mkshfifinetuned as
a result of IM treatments.
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Three major functional brain networks most likely involved in the IM effect

Default mode network Salience network Central-executive network

VMPFC DLPFC

[)

\
pcc

Eedogenously mediated/ Dynamic Exogenously driven
self-referential mental switching cognitively demanding mental
aclivity activity
TRENDS in Cognitive Sciences
Figure 7. Multi-network switching initiated by the salience network. It is hypothesized that the salience network initiates dynamic switching between the central-executive
and default-mode networks, and mediates between attention to endogenous and exogenous events. In this model, sensory and limbic inputs are processed by the Al, which
detects salient events and initiates appropriate control signals to regulate behavior via the ACC and homeostatic state via the mid and posterior insular cortex. Key nodes of
the salience network include the Al and ACC; the default-mode network includes the VMPFC and PCC; the central-executive network includes the DLPFC and PPC. [Based on
[129] and [130].}
w z 4 A ~ =
The default mode (DMN) alefault networkhA @ ¢ KI 0 | LISNAR 2y Qa ONJI AY

engaged in specific tasks. It primarily involvas ventral medial prefrontal cortex (VMPFC) and

posterior cingulate cortex (PCC) of the brain (Bressler & Menon, 2010). It is the busy or active

LI NG 2F | LISNER2YQa ONI}AY gKSYy | LISNE2Y Aa YSy
OHnmnL isKeéen ta dledively comprise an integrated system for autobiographical,
seltY2YAG2NAY 3T YR a420AFt O23yAGAGBS FdzyQUAz2yaé ¢
responsible foRESTrapid episodic spontaneous thinking),; ¢(t&sk unrelated thoghts), or

what generically is referred to asind wanderingBressler & Menon, 2010; Kane & McVay,

2012; McVay & Kane, 2012; Risko, Anderson, Sarwal, Engelhard & Kingstone, 2012; Schooler,
Smallwood, Christoff, Handy, Reichle & Seyette, 2011; Smallwodd;, PBdsworth, McMillen,

Brewer & Spillers, 2012). Individuals typically engage in spontaneous mind wandering when

not working on a specific task or when completing a task that is so automatized (e.g.,
NEONBFGAZ2Y I NARAY3I 2 Freelowantier $1d gedekale pontanebdS NB& 2 v Q
thoughts.

Thesalience networlks a control or network switcher associated with the brain
structures of the anterior insula (Al) and anterior cingulate cortex (ACC). The salience network
monitors information fromwithin (internal input A ®S®3 YAYR g+ YRSNAY 3O | yI
external world. The salience network can be considered the brains air traffic control center. Its
job is to scan incoming internal and external information and decide which informatrooss
urgent, task relevant, and which should receive priority in the queue of sending brain signals to
different areas of the brain for processing. This controlling network must suppress either the
default or centralexecutive networks (defined next) depaing on the task at hand. This
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decisionmaking and distribution and synchronization of information is most likely facilitated by
efficient neural timing as regulated by the master internal brain clock(s).

Finally, thecentratexecutive networKCEN) engges in higheorder cognitive
processing and attentional control (Bressler & Menon, 2010). The centeautive network is
primarily associated with the dorsolateral prefrontal cortex (DLPFC) and right posterior parietal
cortex (PPC). The CEN is aatitien individuals engage their conscious brain to work on a
problem, place information in working memory as they think (e.g., attempting to comprehend
the meaning of a sentence just read from a book), or focus their attention on a task or problem.
TheCER & LINAYINAf & Sy3aF3aSR ¢gKSyYy LIS2LIX S I NBE GiKAYy
attention.

According to Bressler and Menon, not only is this large scale brain network research
providing a better understanding of normal cognitive, sensory and motor behavis
providing insights regarding clinical disorders of the brain. Poor synchronization between the
GKNBS YI22NJ oONIXYAYy ySig2N)la KFra oSSy AYLI AOFGS
0KS YIFYAO LKFaS 27F 0A LRt esddrang Melon, RONQ; GagtdligngsQa o .
& Proal, 2012), disorders that have all been linked (at Level | in Figure 1) to neural brain clock
timing. If the synchronized millisecond based communication between and within these large
networks is compromised, and,the network traffic controller (the salience network) is
disrupted in particular, efficient and normal cognitive, sensory, or motor behavior will most
likely be compromised.

IM and the three brain networks

Task analysis of IM, and a comparison to the task demands of other researched
attentional control tasks, suggests that thd effectmay be due to increased efficient
communication between the default, salience, and cen&gtcutive brain networks. The
aAfAGe G2 adre Ay GKS aNRIKG 2y 1 2yifeéeal NBIj dzA NE
time attention and focus. This requires the ability to shut down the mind wandering of the
default network and to inhibit responding to external distractstgnuli from the immediate
environment. Any momentary lapse of attentional control or focus, where attention is
captured by a stray external stimulus or internal thought, typically results in a movement out of
GKS GNRIKG 2y 1 2y Sé at@ddrie@ite IM auditofiSedback. ATHUK thd Y Y S R A
salience network must shut down activity of the default mode and not allow the central
executive network to react to environmental distractions or to place {astevant information
in active workingmemoryt 2 G G KAy 1 | 02dzi ®¢ ¢KA&E A& |y SEGNJ
but with sustained practice, the ability to develop sustained #askised concentration and
attention can be achieved and typically becomes progressively more effortless.

This form ofattentional control is conceptually similar to that required by certain
Buddhist approaches to meditatioMindfulnessor focused attentior(FA) mediation (Lutz,
Slagter, Dunne & Davidson, 2008; SedIimeier, Eberth, Schwarz, Zimmermann, Haarig, Jaeger &
Kunze, 2012) requires sustaining selective attention mordgatmoment to a chosen object
(much like the IM target tone) and constant monitoring of the quality of attention so to stay
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focused and in the zone (not be distracted by mind wandering or other eidres). These
LINE OSRdzNEa INBE 0SftASOSR G2 GUNIAY
distractions, disengaging from distractions, and redirecting the attention to the object one

should focus on. These skills have ietentified as basic attentional processes, and they are

A ¥ s A

A1AEEa AY

gpSttf O2yySOGSR (G2 ALISOAFTAO ONIXAY NBIA2yac 0

between FAO I SR YSRA

GFradA2y YSGK2Ra |yR

La Aa GKI G

feedback funabn while in FAased meditation the participant must learn these detect and
deflect skills without precise millisecond feedback.

Table 1. Comparison of three brain states

EEG Alpha dominance

Neuromodulator

| |Resting State Meditation State
Brain Networks DMN including mPFC, Right PFC, PC, and others Stage 1, Lateral PFC, PC

ACC, PCC, and others

Desynchronized EEG signal

ANS Sympathetic dominance Stage A, parasympathetic dominance;

Stage B, sympathetic dominance
Norepinepherine (NE)

Stage 3, ACC, insula, striatum

Mixed bands including alpha,
theta, gamma

Parasympathetic dominance

Dopamine (DA)

At Level Il in Figure 1, the primary brdiased structures that research has implicated in
both the mental time keeping resrch and IM performance are portrayed. As described
above, four of these brain structures (viz., prefrontal cortex, posterior parietal cortex, and the
anterior insular and cingulate cortices) are implicated in the interaction of the default (cingulate
cortext PCC; ventral medial prefrontal corteX MPFC), salience (anterior insulal; cingulate
cortext ACC), and centraxecutive (dorsolateral prefrontal cortexXDLPFC; posterior parietal
cortext PPC) networks when engaging in and training controlled attemtidncus® The other
brain structures (i.e., basal ganglia; cerebellum; supplementary motor cortex) have extensive
research bases that identify them as critical to the timing or coordination of motor behaviors.
It is hypothesized that thdM effectis the result of increased efficiency and synchronization
of communication between the primary brain structures that comprise the functional brain
networks involved in performing both the cognitive and motor demands of IM training.

® The primary brain structures involved in the default (D), salience (S) and eex¢mitive (C) networks are

designated by dashed ovals at Level Il in

Figure 1.
Mind Hub Pub #2 -3-13 v1.1
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Figure 5. Two core brain networks identified using intrinsic physiological coupling in resting-state fMRI data. The salience network (shown in red} is important for
monitoring the salience of external inputs and internal brain events, and the central-executive network (shown in blue) is engaged in higher-order cognitive and attentional
control. The salience network is anchored in anterior insular (Al} and dorsal anterior cingulate cortices {dACC), and features extensive connectivity with subcortical and
limbic structures involved in reward and motivation. The central-executive network links the dorsolateral prefrontal and posterior parietal cortices, and has subcortical
coupling that is distinct from that of the salience network. (Reproduced with permission from [107].)

But what is the possiblenderlying communication or synchronization brain mechanism
(or mechanisms) that allows for different brain networks to communicate more effectively as a
result of IM training?

The PFIT model of intelligence and white matter tracts

White matter tractintegrity and maturation White matter tractsare the signal
transmission conduits of the brain. Different white matter tracts send signals to and from
different areas of the cerebral cortex (the grey matter) and to and from the lower brain centers
ofthS oN}AYy 06a&aSS [S@Sf LL Ay CAIdzNBE mL O 2 KAGS
information superhighway or fiber optic system that relays and coordinates communication
between different brain regions and networks. The pervasive impact déwmtter tract
integrity is represented by Penke, Maniega, Bastin, Hernandez, Murray, Royle, Starr, Wardlaw
FYR 5SIFENEQA OHAMHDU adl GdSYSy lobalpropérty Fth& A G S Y I
ONI} Ayé¢ 6LIPHT AlGFfAO&a SYLKIFIaAa FRRSROO
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Fig. 1.

The model's global thalamocortical geometry and white matter anatomy was obtained by means of
diffusion tensor imaging (DTI) of a normal human brain. In the illustration, left frontal, parietal, and a part
of temporal cortex have been cut to show a small fraction of white-matter fibers, color-coded according to
their destination.

All the white matter

Having recruited a group of healthy
twins from 20 to 30 years old, Paul
Thompson of the University of
Califomia, Los Angeles, made these
pictures of their brains' white matter.
This is largely composed of the fatty
myelin sheaths around neurons and so
reveals the brain’s connections.
Thompson used diffusion imaging,
which measures the direction in which
water diffuses through white matter, to
show the speed of the connections.

This is the white matter across a whole
brain. In this picture, the colours don't
indicate connection speed - they
merely allow the connections to be
distinguished from each other. The
bundle sticking out on the right are the
optical tracts, leading to the eyes.

(Image: David Shattuck, Arthur Toga,
Paul Thompson/UCLA Lab of Neuro
Imaging)

The hypothesis is advanced that thé effectmay be due to increased communication
efficiency between certain brain networks via increased processing speed or efficiency of the
underlying white matter tracts (see Level Il in Figure 1). This hypothesiesented as Level I
in Figure 1, is based on a number of related resediaded findings and a recent ispecific
study with soldiers with blast related brain injuries (Nelson, 2012).
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First, as previously described, the IM effect is hypothesized taukdal a positive
impact on a domaifgeneral neurocognitive mechanism. Tgiebalsignal transmission
property of white matter tracts throughout the cerebrum (Penke et al., 2012) makes white
matter tracts a viable candidate as the foundation, or partiainfdation, for this domain
general mechanism. This point is consistentwithDxog f S1Qa o6HnAmMo0 NBEGJASH 2
neurodevelopmental research regarding timing and time perception in children. -Dotet
O2y Of dzZRSR UGKIF G GAG A Betweed B hi@h ariabiliy indiMBesti®atas | 6 f A &
in young children and the development of the architecture of white matter. Indeed, a lack of
maturation in white matter tissue may result in a slow rate or cortical oscillations, poorer
synchronization of caical oscillations, and/or less efficient connectivity between the different
key cerebral areas (frontstriatal system) underlying the different functions of time processing
OLIP HHY U ®E { SO2y R AYONBI &SR ¢ KigtenSnithy I G G SNJI G NJ
increase neural efficiency as described previously. Third, the hypothesized involvement of the
frontal and parietal lobes during IM performance is consistent withgheetalfrontal
integration theory of intelligencé-FIT; Colom et al., P9). The HFIT model is considered by
some leading intelligence scholars as the best available description of how general intelligence
is distributed in the brain (Colom et al., 2009; Deary, 2012; Deary, Penke & Johnson, 2010;
Hunt, 2011). The interactiand roles of the default, salience and central executive networks
fit nicely with the foundational #£IT neuroimaging and structural brain research.
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